
Artificial Intelligence and the
Future of Behavioral Health Care

S. Craig Watkins
IC2 Institute

Moody College of Communication
The University of Texas at Austin











Four Core Questions

• What is driving the adoption of Health AI?
• How is artificial intelligence being used in the delivery of mental health care? 
• What are some of the ethical issues in the application of artificial intelligence in

 mental health care?
• What are the goals of a new National Institutes of Health funded study on the Black 

youth suicide crisis?



Artificial Intelligence refers to the simulation of 
human intelligence in machines that are 

programmed to think and learn like humans. The 
goal is to create systems that can perform tasks 

that typically require human intelligence, such as 
visual perception, speech recognition, decision-

making, and language translation.
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1. What is driving the adoption of Health AI? 



Factors Driving Adoption

•Demand/Supply Dilemma
•Feasibility
•Cultural and Generational Change







2. How is artificial intelligence being used in 
the delivery of mental health care?



Voice Biomarkers: Algorithmic Analysis for Depression



Narrative Data
Predicting depression from social media posts (Microsoft, 2021)

“The ability to illustrate and model individual behavior 
using their social media data, that can predict depression 
before their estimated onset, shows promise in the 
design and deployment of next-generation wellness 
facilitating technologies.”



Can AI identify who may be at risk 
for suicide?



STUDYING SUICIDE NOTES
Detecting patterns in the language, emotions, and 

entities mentioned

Linguistic markers that may be predictive of suicide

Identify the “language of suicide”

Develop strategies for early detection in patients 
who may be at risk for suicide







Conversational Goal setting Psychoeducation



Companion AI
Systems struggled to recognize mental 

health queries
*

Unhelpful Responses
*

Empathy Gap
•

Exacerbate mental health conditions



The Problem Space
The Solution

The Experiment (65K+)



Design Practices in Artificial Intelligence for Healthcare

•Understanding the purpose, core values of postpartum support
•Empathy is a cornerstone feature of engagement
•What key words, sentiments should the chatbot avoid?



Design Practices in Artificial Intelligence for Healthcare

•Understanding the dynamics, purpose, core values of postpartum support
•Empathy is a cornerstone feature of engagement
•What key words, sentiments should the chatbot avoid?
•Clinically informed conversational experience
•De-escalate; Don’t cause harm
•Be transparent about the limits of the chatbot



Chatbot Goals for Postpartum Support International (PSI)

• Identify severe symptoms; link support seekers with emergency services 
staffed by humans

•Provide empathy for support seekers
•Do not offer healthcare advice



Domain/Clinical 

Expertise

Design 

Expertise

Technical 

Expertise









3. What are some of the ethical issues in the 
application of artificial intelligence in

 mental health care?





The Challenge: Designing for Equity
Problem: What/Whose problem is the chatbot 
solving?
Data: Does the data capture/train on the systemic 
inequities in maternal health?
Model: What maternal health outcomes do we 
optimize the model for? 
Deployment: What outputs support
 equity-centered postpartum support?



Racial Equity in Healthcare

Racial discrimination in healthcare: diagnosis 
and treatment; access to care; quality of care; 

disparate outcomes

How does current deployment of AI/ML 
techniques accelerate inequities in healthcare?





Transparency

Accountability

Explainability

Fairness/

Equity

Data Privacy 
Data Rights

CORE AI ETHICS
CONCEPTS



4. What are the goals of a new National 
Institutes of Health funded study on the Black 

youth suicide crisis?











Source: IEEE ICHI 2024





The main goal of our project is to develop a LLM-based approach to automate the 
generation of personalized counseling advice for individuals seeking mental health on 
social media platforms. To evaluate the performance of our method, we will conduct a 

randomized controlled trial (RCT) to compare the effectiveness of AI-generated 
counseling advice versus traditional counseling advice, on Reddit and through lab 

experiments. The project aims to rigorously evaluate the impact of AI-generated advice 
on users’ mental health outcomes, ensuring the ethical and responsible use of AI 

technologies in delivering mental health interventions. 

Using Generative AI to deliver mental health counseling.



Mental

Health

Condition

Suicidal 

Ideation

Suicide

Planning

Suicide 
Attempt

Injury Via 
Suicide 

Attempt

SUICIDAL BEHAVIOR PATHWAY



NIH

TEAM

Clinical 
Expertise

Computational 
Expertise

Social 
Scientists

Suicide 
Prevention

Community 
Stakeholders



Community Involvement and Co-Design

Cultural Sensitivity and Relevance

Youth Autonomy and Empowerment

Transparency and Explainability

Community-Centered Ethical Guidelines



Digital Phenotyping 



Augment the delivery of behavioral healthcare
•

Capture social, behavioral, and environmental data
*

Real-time, Over time
• 

Relevant analytics and feedback
*

Collaboration: 
Currently recruiting pilot partners



craig.watkins@austin.utexas.edu

mailto:craig.watkins@austin.utexas.edu
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